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Highlights 

• Mixed-model two-sided assembly lines with underground stations is introduced. 

• A mixed-integer linear programming (MILP) model is developed and coded in GAMS. 

• Ant colony optimization (ACO) algorithm is developed and parameters are optimized. 

• A new lower bound formulation is developed and a case study is conducted. 

• Computational experiments verified the performance of the developed ACO algorithm. 
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Abstract 

Mixed-model assembly lines allow the production of different product variants in mass quantities on 

the same assembly line. In studies addressing mixed-model assembly with two-sided lines, assembly 

line stations are classified as left-side or right-side stations depending on the operation side to which 

they are allocated. However, underground stations are also utilized in industry to perform tasks that 

need to be done underneath the product being assembled on the line. This paper introduces and 

mathematically formulates a mixed-model, two-sided assembly line balancing problem considering 

underground stations. The precedence relationships between tasks being performed in the three 

types of stations are defined and considered in the model. A numerical example is solved in GAMS 

(with CPLEX solver) and the detailed balancing solution is provided. A new ant colony optimization 

algorithm, in which the parameters are optimized using response surface methodology, is also 

developed to solve real-world problems. A total of 78 test problems are derived from the literature 

and their lower bounds are calculated to test the performance of the ACO algorithm. ACO finds 

optimum solutions for the majority of small and medium-sized test problems. In comparing the ACO 

results to the lower bounds for the large-sized problems, ACO finds near optimum solutions in 

majority of the test cases. 
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Balancing of mixed-model two-sided assembly lines with underground workstations:  

A mathematical model and ant colony optimization algorithm 

 

Abstract 

Mixed-model assembly lines allow the production of different product variants in mass quantities on 

the same assembly line. In studies addressing mixed-model assembly with two-sided lines, assembly 

line stations are classified as left-side or right-side stations depending on the operation side to which 

they are allocated. However, underground stations are also utilized in industry to perform tasks that 

need to be done underneath the product being assembled on the line. This paper introduces and 

mathematically formulates a mixed-model, two-sided assembly line balancing problem considering 

underground stations. The precedence relationships between tasks being performed in the three 

types of stations are defined and considered in the model. A numerical example is solved in GAMS 

(with CPLEX solver) and the detailed balancing solution is provided. A new ant colony optimization 

algorithm, in which the parameters are optimized using response surface methodology, is also 

developed to solve real-world problems. A total of 78 test problems are derived from the literature 

and their lower bounds are calculated to test the performance of the ACO algorithm. ACO finds 

optimum solutions for the majority of small and medium-sized test problems. In comparing the ACO 

results to the lower bounds for the large-sized problems, ACO finds near optimum solutions in 

majority of the test cases. 

Keywords: two-sided assembly line balancing; mixed-models; underground workstations; ant colony 

optimization; response surface methodology; MILP 

1. Introduction 

An assembly line is a sequence of workstations (referred to as station hereafter) linked to each other 

by a conveyor or moving belt. A set of tasks (or operations) is performed in each station whose 

capacity is restricted by the cycle time (Li et al., 2017a). The cycle time is determined by the line 

manager based on the demand for the product(s) and the planning horizon in which they need to be 
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completed (Baybars, 1986). The assembly line balancing (ALB) problem is assigning tasks to stations 

with the aim of optimizing one or more optimization criteria, i.e. minimizing the number of stations 

(referred to as type-I ALB problem), minimizing the cycle time (referred to as type-II ALB problem), or 

minimizing both simultaneously (referred to as type-E ALB problem) (Gurevsky et al., 2012). In doing 

so, certain constraints need to be satisfied, i.e. precedence relationship constraints between tasks 

(some tasks need to be completed prior to initializing others), capacity constraints (caused by the 

cycle time) and task occurrence constraints (every task need to be assigned to exactly one station) 

(Battaïa and Dolgui, 2013).  

Since the launch of the first assembly line at Highland Park by Henry Ford and his colleagues (Ford, 

2009), the assembly lines have faced major changes. Among those, the most significant one might be 

the transition from single-model lines to mixed-model lines. With the development of more 

consumer-centric production strategies, companies have converted their single-model lines into 

mixed-model lines on which more than one product model can be produced with no need for set up 

between model changes (Kucukkoc and Zhang, 2014b, Boysen et al., 2008). This is because the 

mixed-model lines enable producing customized products and such a strategy plays a key role in 

meeting rapidly changing customer demands in today’s highly competitive global market (Ozcan and 

Toklu, 2009b).  

The mixed-model assembly line balancing problem was brought to the attention of the academia by 

Thomopoulos (Thomopoulos, 1967) and it has been extended in several aspects later on. For 

example, Vilarinho and Simaria (2002), Akpinar and Bayhan (2011) and Battini et al. (2007) proposed 

approximate solution algorithms for solving the mixed-model assembly line balancing problem 

considering parallel workstations; while Akpinar et al. (2013) considered sequence-dependent setup 

times. Emde et al. (2010) investigated a computational evaluation of the objectives used for 

smoothing workload distributions. Kucukkoc et al. (2015) introduced and modeled the lexicographic 

objectives for hierarchical workload smoothing on mixed-model lines and Buyukozkan et al. (2016) 

proposed artificial bee colony and tabu search approaches with optimized parameters for solving the 
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same problem. Stochastic task times have been taken into account by McMullen and Frazier (1997), 

Manavizadeh et al. (2012) and Ozcan et al. (2011) .  

Assembly lines are classified as paced and unpaced lines depending on the usage of the material 

handling system across the workstations. Unpaced lines are also divided into two groups, 

synchronous and asynchronous lines (Öner-Közen et al., 2017). This paper focuses on the paced lines, 

where an automated transportation system (such as conveyor or moving belt) is utilized to move 

work-pieces to downstream workstations at a constant speed. 

In terms of the configuration of the workstations across the line, assembly lines are also classified as 

one-sided lines and two-sided lines (see Boysen et al. (2007) and Battaïa and Dolgui (2013) for a 

comprehensive taxonomy of assembly line balancing problems). In a one-sided assembly line, only 

one side of the line (left or right) is utilized. Whereas, both left and right sides of the line are utilized 

in two-sided assembly lines (Li et al., 2016). Two-sided lines are mainly used for producing large-sized 

products (such as trucks and buses) in mass quantities. The two-sided assembly line balancing 

problem was introduced by Bartholdi (1993). While a great deal of research has been conducted on 

the two-sided assembly line balancing problem with single model production, very little has focused 

on the mixed-model two-sided lines despite their practical relevance. See, for example, Lee et al. 

(2001), Hu et al. (2008), Ozcan and Toklu (2010), Kim et al. (2000, 2009), Baykasoglu and Dereli 

(2008), Simaria and Vilarinho (2009), Ozcan and Toklu (2009a), Ozcan (2010), Ozbakir and Tapkan 

(2010, 2011), Chutima and Chimklai (2012), Purnomo et al. (2013), Li et al. (2017b, 2016) for 

heuristics and meta-heuristics; and Wu et al. (2008) and Hu et al. (2010) for exact solution 

approaches on single model two-sided lines.  

The pioneering studies on balancing the mixed-model two-sided assembly line have been conducted 

by Simaria and Vilarinho (2009) and Ozcan and Toklu (2009b). Simaria and Vilarinho (2009) modeled 

the problem mathematically and proposed an ant colony optimization algorithm, of which the 

performance has been tested using benchmark problems. Özcan and Toklu (2009b) aimed to 
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minimize the number of mated-stations (as the primary goal) and the number of stations (as the 

secondary goal) in their model. They also proposed a particle swarm optimization algorithm which 

employs two performance criteria to measure the solution quality: (i) maximizing the weighted line 

efficiency, and (ii) minimizing the weighted smoothness index. Another particle swarm optimization 

algorithm, which adopts negative knowledge, was also proposed by Chutima and Chimklai (2012) for 

the associated problem. Kucukkoc and Zhang (2014a, 2015a, 2016, 2014b) applied the line 

parallelization idea to mixed-model two-sided lines. However, none of those works considered the 

underground stations. One can refer to Make et al. (2016) for a comprehensive review of the 

literature on two-sided assembly line balancing problems (Kucukkoc and Zhang, 2016).  

Kellegöz (2017) proposed another classification scheme based on the utilization of the workers in the 

workstations: (i) assembly lines with one worker for each workpiece, (ii) assembly lines with at most 

two workers for each workpiece, and (ii) assembly lines allowing multi workers for each workpiece. In 

that scheme, the first type refers to the traditional assembly line balancing problem while the second 

one is referred to as the two-sided assembly line balancing problem.   

It should be noted here that multi-maned assembly line balancing problem has also been studied in 

the literature. In a multi-maned workstation, more than one worker can work on the same work-

piece. This structure can be corresponded to the third problem type in the scheme proposed by 

Kellegöz (2017). As mentioned by Dimitriadis (2006), to ensure that the workers do not block each 

other during the work, the product should be of sufficient size. Dimitriadis (2006) proposed a 

heuristic procedure to balance the assembly line incorporating group working while Fattahi et al. 

(2011) proposed a mathematical model and ant colony optimization algorithm for the same problem. 

In Fattahi et al. (2011), it was attempted to minimize the total number of workers on the line as the 

first objective and the number of opened multi-manned workstations as the second one. Roshani 

and Giglio (2017) developed a simulated annealing algorithm to minimize the cycle time in multi-

maned assembly lines. Roshani and Nezami (2017) extended the problem considering mixed-models 

and proposed a mathematical model and a simulated annealing approach to solve the problem.  
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It is clear from this survey that there is a lack of research on underground stations, which is the basic 

motivation of this work. While the work of Becker and Scholl (2009) analyzed the utilization of 

variable parallel workplaces across the line, the underground workstation structure was not 

addressed in that paper. To the best of authors’ knowledge, all studies on two-sided lines (including 

Becker and Scholl (2009)) assume the composition of serially linked workstations located on both left 

and right sides of the line. Nevertheless, this is not the case in most practical production 

environments where some workstations are located under the physical line layout, referred to as 

underground workstations. For instance, in the car assembly industry, the tasks on motor-vehicle 

chassis must be operated underground. The main reason of utilizing underground workstations is 

that overturning the products is uneconomical or even technically infeasible. This situation can be 

observed in many factories assembling large-sized high-volume products, such as cars and trucks.  

Underground stations allow the opportunity of performing tasks underneath the semi-product being 

assembled on the line simultaneously with the left and right-side tasks. The novelty of this paper is to 

bring the underground workstation concept to the attention of the academia and present the first 

attempt for solving mixed-model two-sided assembly line balancing problem with underground 

stations (MTALB-US). The first mathematical model, which aims at minimizing the number of mated 

stations and the number of stations, is developed and an ant colony optimization (ACO) algorithm is 

proposed for solving this new and practical problem. Test problems are derived from the literature 

and lower bounds are calculated using a modified formulation. A case study is also provided 

regarding the industrial implication of the problem studied. 

The remainder of this paper is organized as follows. Section 2 defines the problem using illustrations 

and presents its mixed-integer linear programming model. A numerical example is also given 

together with its optimum solution obtained by the model presented. Section 3 provides the details 

of a meta-heuristic algorithm (developed for solving especially the large-sized problems) and the 

procedure used for parameter optimization. Section 4 reports the results of computational 
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experiments and a case study whose data have been derived from a real manufacturing system. 

Section 5 concludes the paper and provides future research directions. 

2. Problem statement 

The concept of mixed-model two-sided assembly line system introduced in this research allows the 

utilization of stations located under the physical line, called underground stations. Figure 1 shows a 

typical representation of the two-sided assembly line with underground stations. As the utilization of 

underground workstations addresses to a specific physical feature, this problem is a specific case of 

general assembly line balancing problem. The utilization of underground stations enables the 

opportunity of performing tasks underneath the semi-product being assembled on the line. So that, 

the underneath tasks can be performed concurrently with the left and right side tasks which will 

eventually result in a shorter assembly line. Otherwise, in traditional approach studied in the 

literature extensively, the product model need to be lifted to overhead (or tilted) to allow operators 

work under the product. Due to the weight and volume of the products assembled, this is usually 

uneconomical or even technically infeasible in two-sided lines. Furthermore, lifting or tilting the 

products completely (or partially) obstructs other operators who can work on the left and/or right 

side tasks concurrently and requires more advanced material transportation equipment.  

 

Figure 1. Illustration of a two-sided line with underground stations 
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The MTALB-US concept incorporates producing a total of �� large-sized product models, � =
{1,2,… ,�,… , ��}, in an inter-mixed sequence. A model mix determined in the sequencing phase 

based on the customer demand can be produced with no need for set-up between model changes, 

which is the main advantage of mixed-model lines (note that the sequencing problem is out of the 

scope of this paper). A set of �� tasks, � = {1,2,… , , … , ��}, needs to be completed in a total of �� 
mated-stations, (� = {1,2,… , �, … , ��}. A mated-station may be composed of a left-side station, a 

right-side station and an underground station. Nevertheless, not all mated-stations may support the 

underground works due to the physical conditions of the line layout. In those mated-stations, only 

left and right side stations can be utilized. As seen from Figure 1, mated stations that will be located 

in Zone-A are able to handle underground tasks because there is physical space under the conveyor 

dedicated for underground workstations. Nevertheless, the workstations located in Zone-B are able 

to perform left and right tasks but not the underground ones. Each mated-station completes tasks 

assigned to it within the cycle time (��) and the product moves to the downstream mated-station. 

The finishing time of any task assigned to any type of workstation (left, right or under) cannot exceed 

��, which is determined by the line manager based on the planning horizon (�) and the total 

demand of the product models assembled on the line (�� = �/�∑ ���∈� �, where �� is the 

demand for model �).  The tasks must be assigned to workstations considering the precedence 

relationships between them. For example, if tasks 2 and 4 are the predecessors of task 9 (i.e. 

���9� = {2,4}, where ���� represents the set of predecessors of task ), task 9 can only be initialized 

after both of the tasks 2 and 4 are completed. This constraint is valid for all workstations regardless 

of their type. Thus, a task assigned to an underground station may have precedence relationships 

with those assigned to other type of stations (left and/or right side) as well as the underground 

stations. Therefore, different from the two-sided lines with no underground stations, the finishing 

times of the tasks performed in underground stations need to be considered when assigning tasks to 

left/right stations. Similarly, it is also required to check the finishing times of the tasks assigned to 
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left/right stations when assigning tasks to underground stations. The violation of this rule causes 

infeasible solutions and is called interference. 

The decision of determining where the underground stations will be located is important. The correct 

decision should be given by the line manager when the line is first utilized. Otherwise, some 

additional constructions may be needed in future if significant changes in the line layout are planned. 

Therefore, in type-I ALB problems (i.e. the number of workstations is minimized given the cycle time) 

it could be assumed that all mated-stations can support underground work. However, in type-II 

problems (i.e. the cycle time is minimized given the number of workstations) which are mostly 

encountered when rebalancing an existing line, some workstations have already been configured to 

support the underground works due to the construction at its initial phase. Therefore, the 

underground tasks must be allocated to those workstations which already have an underground 

working zone. In some occasions, due to the physical restrictions encountered in real world, the 

underground stations can be located to specific areas and the underground tasks can be restricted to 

be assigned to these areas. For example, assume a physical system composed of eight mated-

stations. Only the zone that the second, third and fourth mated-stations to be located support the 

underground tasks. In this case, the underground tasks must be assigned to one of those three 

workstations. 

2.1. Assumptions  

The assumptions considered in the mathematical model which will be given in Section 2.2 are as 

follows: 

• Operators can perform tasks in parallel at both sides of the line in two-sided mated-stations. 

• Operators can perform tasks in parallel at three sides of the line in three-sided mated-

stations. 
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• L-type tasks are required to be performed at left side, R-type tasks are required to be 

performed at right side and E-type tasks are required to be performed at left side or right 

side of the line.  

• U-type tasks are required to be performed at the underground stations.  

• Some mated-stations contain an underground station, while others do not have an 

underground station. It is known that which mated-stations contain an underground station. 

• U-type tasks must be allocated to the mated-stations which contain an underground station. 

• Product models, which do not require set-up time in between model changes, are produced 

on the same two-sided assembly line. 

• Precedence diagrams of different models are known. The combined precedence diagram is 

employed.  

• Task times are deterministic and independent of the assigned station. 

• Common tasks among different models exist. A task completion time may differ from one 

model to another, and also it may be equal to zero. 

• The travel times of operators are ignored and there are enough number of operators. 

• Parallel tasks and parallel stations are not allowed, there exists only one operator working in 

a workstation. 

• No work-in-process inventory is allowed. 

The advantage of using a combined precedence diagram is to assign common tasks between 

different models to the same workstation, in parallel to the common tendency in real world 

applications and the studies in literature. This also helps to shrink the mathematical model to be 

developed in Section 2.2. Otherwise, every task would be represented specific for the models 

produced, which would increase the number of decision variables. On the other hand, the use of 

deterministic task times and ignoring the travel times of operators may limit the representation of 
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real-world conditions but these assumptions need to be done due to the trade-off between the 

complexity and representability of the studied problem.  

2.2. Mathematical model 

The mixed-integer linear programming (MILP) model for the problem described in the previous 

subsection is developed based on the model formulated by Ozcan and Toklu (2009b). As the model 

proposed here incorporates a new workstation concept, called underground workstation (different 

from Ozcan and Toklu (2009b)); the parameters, variables, objective function and constraints are 

modified/expanded properly to fulfil this specification. For example, a new index is employed to 

represent the new side (under) and a new task set (��) is constructed to hold tasks which should be 

performed at an underground station. The objective function and the constraints are modified to 

consider all sides while ensuring feasibility.   

2.2.1. Notation 

Indices: 

, ℎ, ! : The task index. 

� : The product model index. 

�, " : The mated-station index. 

#, $	 : The side of the line; #, $ = &1 if the side is left2 if the side is right3 if the side is under

. 

��, #� : The # side station of the mated-station �. 
Parameters: 

� : The set of tasks in the combined precedence diagram, � = {1,2,… , , … , ��}.  
� : The set of mated-stations, � = {1,2,… , �, … , ��}.  
� : The set of mated-stations which allow underground tasks. 
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� : The set of product models, � = {1,2,… ,�,… , ��}. 
�( : The set of tasks which should be performed at a left side station, �( ⊆ �. 
�* : The set of tasks which should be performed at a right side station, �* ⊆ �.  
�+ : The set of tasks which can be performed on left or right side of a mated-station, �+ ⊆ �. 
�� : The set of tasks which should be performed at an underground station, �� ⊆ �.  
�, : The set of tasks that have no immediate predecessors. 

���� : The set of all predecessors of task . 
��� : The set of immediate predecessors of task . 
-��� : The set of all successors of task . 
-�� : The set of immediate successors of task . 
��� : The set of tasks whose operation directions are opposite to that of task ,  
��� = .�( ∪ �� $	 ∈ �*�* ∪ �� $	 ∈ �(�� $	 ∈ �+�(⋃�*⋃�+ $	 ∈ ��  . 

1�� : The set of integers which indicate the preferred operation direction of task ,  
1�� = .{1} $	 ∈ �*{2} $	 ∈ �({1,2} $	 ∈ �+{3} $	 ∈ ��  . 

�2�  : The processing time of task  for model �. 

3 : A large positive number. 

�� : Cycle time. 

�� : The set of pairs of tasks and predetermined stations for positional constraint. 

�4 : The set of pairs of tasks for positive zoning constraint. 
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54 : The set of pairs of tasks for negative zoning constraint. 

-� : The set of pair of tasks for synchronism constraint. 

67 : The weight of an opened mated-station. 

68 : The weight of an opened workstation.  

Decision variables:  

92:;  : 1, if task  is assigned to side # of mated-station �; 0, otherwise (for ∀ ∈ �, � ∈ �, # ∈ 1��).     

�2�=  : Continuous variable, the finishing time of task  for model �. 

>:;  : 1, if station ��, #� is utilized for a model; 0, otherwise.  

?:  : 1, if only one side of mated-station � is utilized; 0, otherwise.  

@:  : 1, if both sides of mated-station � are utilized; 0, otherwise.  

A:  : 1, if three sides of mated-station � are utilized; 0, otherwise.  

Indicator variables: 

B2C = D1 $	�EF#		F	EFF"�GH	GEIJGI	�ℎE�	�EF#	!	�	�ℎG	FE�G	F�E�K�0 $	�EF#	!	F	EFF"�GH	GEIJGI	�ℎE�	�EF#		�	�ℎG	FE�G	F�E�K�  . 

2.2.2. Objective function 

The model aims to minimize the number of mated stations (which corresponds to the length of the 

line) as well as the number of stations. This is to maximize the utilization of earlier mated-stations as 

much as possible. 

Minimize  67 ∙ ∑ NA: + @: + ?:P:∈Q +68 ∙ ∑ ∑ >:;;R7,8,S:∈Q . (1) 

2.2.3. Constraints 

One of the essential constraints of an assembly line balancing problem is that each task must be 

assigned to exactly one side of a mated-station. This is ensured by Constraint (2). 
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U U 92:; = 1		∀ ∈ �;∈V�2�:∈Q . (2) 

As explained, some mated-stations may not contain an underground station. Therefore, Constraint 

(3) guarantees that the U-type tasks to be allocated to a mated-station containing an underground 

station. 

U U 92:; = 1		∀ ∈ ��;∈V�2�:∈W . (3) 

Constraints (4) and (5) correspond to that every task must be completed within the cycle time.  

�2�= ≤ ��		∀ ∈ �,� ∈ �. (4) 

�2�= ≥ �2�		∀ ∈ �,� ∈ �. (5) 

Constraints (6) – (9) deal with the precedence relationship constraint between tasks, which is 

another must have constraint in assembly line balancing problems. Assume two tasks, ℎ and . 
Constraint (6) relates to the situation that ℎ ∈ ��� and these two tasks are assigned to different 

mated-stations. 

∑ ∑ " ∙ 9Z[; ≤ ∑ ∑ � ∙ 92:; 		∀ ∈ � − �,, ℎ ∈ ���;∈V�2�:∈Q;∈V�Z�[∈Q . (6) 

Constraint (7) deals with the situation that ℎ ∈ ��� and these two tasks are assigned to the same 

mated-station.  

�2�= − �Z�= +3N1 − ∑ 9Z:;;∈V�Z� P + 3N1 − ∑ 92:;;∈V�2� P ≥ �Z�	, 
∀ ∈ � − �,, ℎ ∈ ���, � ∈ �,� ∈ �. 

 

(7) 

Constraints (8) and (9) deal with the situation that these two tasks have no precedence relationship 

in between (i.e. ℎ ∉ ��� and 	ℎ ∉ -��). Please refer to (2009b) for detailed explanation.  

�C�= − �2�= + 3N1 − 92:;P + 3N1 − 9C:;P + 3N1 − B2CP ≥ �C�		∀ ∈ �,� ∈ �, ! ∈ ^I|I ∈ � − N����⋃-���⋃���P	and	 < Id, � ∈ �, # ∈ 1��⋂1�!�. 
(8) 
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�2�= − �C�= + 3N1 − 92:;P + 3N1 − 9C:;P + 3 ∙ B2C ≥ �2�		∀ ∈ �,� ∈ �, ! ∈ ^I|I ∈ � − N����⋃-���⋃���P	and	 < Id, � ∈ �, # ∈ 1��⋂1�!�. 
(9) 

Constraints (10) and (11) determine the numbers of workstations, two-sided mated-stations and 

three-sided mated-stations. 

∑ 92:; −2∈f 3 ∙ >:; ≤ 0		∀� ∈ �, # ∈ {1,2,3}. (10) 

∑ >:; − 3 ∙ A: − 2 ∙ @:;∈{7,8,S} − ?: = 0		∀� ∈ �. (11) 

If a task must be assigned to a specific side of a specific mated-station ��, #�, this is ensured by 

Constraint (12), which is called positional constraint. 

92:; = 1		∀N, ��, #�P ∈ ��, # ∈ 1��. (12) 

If any two tasks have positive or negative constraints, this is guaranteed by Constraints (13) and (14). 

92:; − 9Z:; = 0		∀�, ℎ� ∈ �4, # ∈ 1��⋂1�ℎ�. (13) 

∑ 92:;;∈V�2� + ∑ 9Z:;;∈V�Z� ≤ 0		∀�, ℎ� ∈ 54. (14) 

Constraints (15-16) deal with the synchronism constraint. By this way, it is ensured that any two tasks 

which need to be done synchronously are assigned to the same mated-station and initialized at the 

same time. 

92:= − 9Z:; = 0		∀�, ℎ� ∈ -�, # ∈ 1�ℎ�, $ ∈ 1��, # ≠ $. (15) 

�2�= − �2� = �Z�= − �Z�		∀�, ℎ� ∈ -�,� ∈ �. (16) 

2.3. A numerical example 

A numerical example is given here to represent the characteristics of the MTALB-US. A mixed-model 

two-sided line with two different product models (namely, A and B with equal demands) assembled 

on it is assumed. The first mated-station does not support underground works while the others do. 

The cycle time is restricted to 24 time-units/item. The combined precedence diagram of the problem 

(taken from Kim et al. (2000)) is composed of 24 tasks. Table 1 provides the data required. The 
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execution times of tasks (in time-units) for model A and model B are given in the second and third 

columns. As seen, some tasks may not be needed for some models. For example, tasks 7 and 11 are 

not needed for model A while tasks 1 and 8 are not for model B. The processing times of these tasks 

are given as ‘0’ in the table. The forth column gives the operation side in which the corresponding 

task must be assigned, where ‘L’ and ‘R’ denote the left and right sides of the line, respectively. ‘E’ 

states either left or right side while ‘U’ corresponds to tasks those need to be assigned to and 

underground station. For instance, tasks 6 and 8 can be assigned to either left or right side while 

tasks 18, 19 and 22 can only be assigned to an underground station.  

Table 1. The input data for the numerical example 

Task No 
Processing Time (time-units) 

Operation Side Immediate Successor(s) 
A B 

1 3 0 L 11 
2 7 9 L 5,6 
3 7 9 R 6,7 
4 5 7 R 15 
5 4 6 L 8 
6 3 4 E 9 
7 0 4 R 10 
8 3 0 E 12 
9 6 9 E 12, 13, 14 

10 4 0 E 14 
11 0 4 L 16 
12 3 8 L 17 
13 3 8 E 18, 19 
14 9 5 R 19 
15 5 0 R 20 
16 9 7 L 21 
17 2 5 E 21 
18 7 4 U 22 
19 9 8 U 23 
20 9 4 R 23, 24 
21 8 3 L - 
22 0 8 U - 
23 9 7 R - 
24 9 7 E - 

 

The MILP model given in the previous subsection is coded in GAMS which provides a CPLEX solver 

platform embedded into it. The numerical example was solved by the model executed on an Intel 

Xeon CPU E3-1270 PC running at 3.5 GHz with 16 GB of RAM and the optimum solution was found 

within 127 seconds (see Table 2). As seen from the table, three mated-stations (composed of a total 
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of six stations) are utilized to perform 24 tasks. In the first two mated-stations, only the left and right 

sides of the line are used. However, in the third mated-station, the underground station is utilized (to 

perform tasks 18, 19 and 22) as well as the right-side station. This is because those underground 

tasks can only be initialized after all of their predecessors have been executed. 

Table 2. The assignment solution for the numerical example 

 Mated-station 1 Mated-station 2 Mated-station 3 

Left  2, 5, 9, 8, 10 1, 11, 12, 16, 21  

Right 3, 6, 4, 15, 7 13, 14, 17, 20 24, 23 

Under   19, 18, 22 

 

The detailed balancing configuration of tasks is also depicted in Figure 2. The length of each bar 

relates to the duration of task number given inside it while the numbers given over bars represent 

the finishing times. As seen from the figure, the left side of the first mated-station is fully utilized for 

both models. Therefore, this workstation has the highest workload time across the line. The smallest 

workload time belongs to the right side of the last mated-station. Due to the deviation in the task 

execution times between the two models, some workstations may be full for one model but not for 

the other one. In other words, it is possible to have idle time differences between the two models. It 

should be noted that task 23 can only be initialized after the completion of task 19 (at the 

underground station), which is one of the predecessors of task 23 (see the right side of the mated-

station 3). Therefore, one time-unit of idle time is unavoidable for model B before initializing task 23. 
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Figure 2: The detailed configuration of tasks for the optimum solution 

3. Proposed approach 

3.1. ACO algorithm 

The mathematical model presented in Section 2.2 is coded in GAMS environment for solving the 

small and medium-sized test problems optimally (the results will be provided in Section 4). However, 

due to the NP-hard nature of the studied problem, it is not practical or sometimes impossible to 

solve the large-sized problems (even some medium-sized ones) using CPLEX by GAMS. Therefore, an 

ACO based algorithm is also developed and illustratively explored in this section. A total of 10 

commonly used line balancing rules (information on which will be provided in Table 3) has been 

embedded into the ACO for providing heuristic information while selecting tasks. Thus, each ant has 

the opportunity of selecting a random behavior. 

ACO is a nature-inspired algorithm which mimics the food-search mechanism of ants in nature. The 

ant system, which is considered to be the primitive version of ACO, was proposed by Dorigo et al. 

(1996) and since then ant algorithms have been applied to an extensive number of problems. Please 

see Dorigo and Blum (2005) for a comprehensive survey on ACO optimization theory and Kucukkoc 

and Zhang (2013) for their applications on ALB problems. 
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As in the formulation given for the mathematical model in Section 2.2, the ACO algorithm proposed 

in this paper aims to minimize the number of mated stations (5�) and the number of stations (5-) 

as the primary goal. Further on this, the algorithm incorporates another performance measure, 

smoothness index (-�), as a secondary goal. The objective function is composed of a weighted 

summation of 5�  and 5- : ���BG	hi� = 67 ∙ 5� + 68 ∙ 5- , where 67  and 68  are the 

weighting parameters which control the significance of 5� and 5-.  

 

Figure 3. The outline of the proposed ACO algorithm 

If any two solutions have the same objective function value, then the solution which has the smaller 

-� value is favored, -� = 100 × kl∑ H� ∑ ∑ N�E9m�� −m���:,;�P8;∈{7,8,S}:∈Q�∈� n ��� × 5-�o , 
where m���:,;� is the workload time for model � at side � of mated-station # and �E9m�� is the 

maximum workload time for model � among workstations. If m���:,;� equals zero for all models at 

side � of mated-station #, this workstation is not considered in the calculation. 
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The outline of the proposed ACO algorithm is shown in Figure 3. As seen in the figure, the algorithm 

starts with initializing all parameters and releasing a new colony. The colony is composed of a limited 

number of ants (called colony size) released one-by-one to build balancing solutions. The common 

practice in most studies is to provide heuristic information from only one rule. However, this study 

provides each ant the opportunity of picking a rule randomly from Table 3 to search the solution 

space more efficiently. This decision is made regardless of the pheromone information of task and 

each heuristic has equal chance (1/10) to be selected. A balancing solution is obtained by each ant 

according to the procedure given in Figure 4 and the performance measure of the solution is 

computed. If the objective function value of the newly obtained solution (hi�) is worse than the 

current best solution (hi� > hi�∗) the pheromone on the edges of the solution obtained is updated.  

Table 3. The heuristic rules employed by ACO 

Rule Selection Criterion 

COMSOAL (Arcus, 1966) Random  ∈ ��:;  

Smallest Task Number (Arcus, 1963) min2∈vwxy{}  
Shortest Processing Time (Baykasoglu, 2006) min2∈vwxy{�2�}  
Largest Processing Time (Talbot and 

Patterson, 1984) 

max2∈vwxy{�2�}  
Maximum Number of Predecessors max2∈vwxy^{EIHN�E��Pd  
Least Number of Predecessors  min2∈vwxy^{EIHN�E��Pd  
Maximum Number of Successors (1960) max2∈vwxy^{EIHN-E��Pd  
Least Number of Successors min2∈vwxy^{EIHN-E��Pd  
Ranked Positional Weight (Helgeson and 

Birnie, 1961) 
max2∈vwxy^∑ H��2��∈� + ∑ ∑ H��Z�|∈}Z∈~���� d  

Reversed Ranked Positional Weight  min2∈vwxy^∑ H��2��∈� + ∑ ∑ H��Z�|∈}Z∈~���� d  ��:;  is the set of available tasks for position (�, #); H�  is the proportional demand of model �, H� =��/�∑ ���∈� �; and {EIH��� denotes the cardinality (number of elements) of set �.  

 

The pheromone is deposited between the tasks and the workstations in which they are assigned 

according to the formulation given in Eq. (17). If the newly obtained solution is better than the 

current best, it is accepted as the current best solution (if hi� < hi�∗: hi�∗ ← hi� and -�∗ ← -�; if 
hi� = hi�∗ but -� < -�∗: -�∗ ← -�) and double amount of pheromone is released.  

�2�:,;� ← �1 − ���2�:,;� + ∆�2�:,;� (17) 
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where ∆�2�:,;� = � hi�⁄ ; � and � denote the evaporation rate and a user-determined parameter, 

respectively. 

 

Figure 4. The flow-chart of the procedure used for building a balancing solution 

A new ant, which builds another new balancing solution, is released. If a better solution is found, the 

best solution is updated and this cycle continues until all ants in the colony come up with a solution. 

When the whole colony completes its tour, a new colony is released and all ants in the new colony 

find solutions by updating best solutions (if any). This cycle continues until all colonies complete their 

tour and the algorithm is terminated reporting the best solution investigated. 

The performance of a heuristic/meta-heuristic algorithm mainly depends on its decomposition 

method as well as other factors, such as parameters values, termination criterion and the 

representation of the solution. The solution building procedure used in the ACO proposed here 
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are determined for the current position (the side of the mated-station) based on the following 

criteria: (i) Operation side of the task is compatible, (ii) remaining capacity is enough to perform the 

task for all models and (iii) all predecessors of the task have been assigned and completed for all 

models prior to the initialization of this task. Thus, it is ensured that the solutions generated by the 

algorithm are always feasible. The selection probability of task  for the position (�, #) is calculated 

using Equation (18) (Dorigo and Stutzle, 2010) making use of the heuristic information obtained from 

10 heuristics commonly used in the line balancing domain (see Table 3). Basically, the task which has 

the higher !2�:,;� value has the higher selection probability for the corresponding position. 

!2�:,;� = ��2�:,;�����2��∑ ��Z�:,;�����Z��Z���  
(18) 

where � and � are weighting parameters which determine the relative importance of pheromone 

and heuristic information in the task selection process, respectively. 42  is the list of candidate tasks 

when selecting task . �2�:,;� is the pheromone amount existing between task  and position (�, #), 

and �2  is the heuristic information of task   that comes from the heuristic selected randomly 

(Kucukkoc and Zhang, 2016).  

Regarding building a balancing solution given in Figure 4, when task  is assigned to a workstation, 

the earliest starting times of its successors are set to the finishing time of task  for each model, �2�= . 

By this way, it is ensured that no task can be initialized before the completion of all its predecessors. 

The station time of the current workstation is also set to �2�=  and a random side is selected (left, right 

or under). If there is no available task for the current side (�), a new side (�) is selected randomly as 

long as there is an available side whose capacity is not full. If the station time of the new side for 

model � (F�����) is larger than that of the current side (F�����),  F����� is set to F�����. When the 

capacities of all sides for the current mated-station come up short and there is no available task for 

this reason, a new mated station is opened and the assignment continues in this way until there is no 

task unassigned. 
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3.2. Parameter optimization with response surface methodology 

Response surface methodology (RSM), a well-known design of experiment technique proposed by 

Box and Wilson (1951), is used for optimizing the parameters of the ACO. It is a combination of 

statistical and mathematical techniques used for modeling the mathematical relations between the 

inputs (called factors) and outputs (called response) of a process (Kucukkoc et al., 2013). Please refer 

to Box and Wilson (1951) and Khuri and Mukhopadhyay (2010) for more information on RSM. Table 4 

presents the factors (ACO parameters) and their levels used for the experimental design. The factors 

and levels have been determined in accordance with the similar studies and common practice (see 

Kucukkoc and Zhang (2015b) and Buyukozkan et al. (2016)). The test problem #36, of which the 

details will be given in Section 4, is selected for the experiments and two responses are aimed to be 

optimized, namely mean 5- (���) and mean -� (��f) in parallel with the objective used for the ACO 

algorithm. The hi� value is not considered as a direct response as it is the minimum of all solutions 

obtained during a number of iterations (or colonies) given in the table (see 9� row).  

Table 4. Factors and levels 

Factor Symbol 
Level 

Lower Medium Higher 

Alpha 97 0.1 0.5 0.9 

Beta 98 0.1 0.5 0.9 

Evaporation Rate 9S 0.05 0.275 0.5 

Number of Colonies 9� 20 260 500 

 

Minitab-16 statistical software was used to create an experimental design for the factors according 

to the central composite design (given in Table 5) and establish mathematical models for 

optimization of the ACO parameters. The ACO algorithm was run for solving test problem #36 using 

the parameters in each experiment listed in the design and the responses (��� and ��f) are reported 

in Table 5. 

When the results are analyzed, the full quadratic regression equations of ���  and ��f  for the 

experimental design given in Table 5 are obtained as follows. 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

23 

��� = 11.8569 − 0.228697 + 0.033898 − 0.14839S − 0.00329� + 0.0425978 + 0.0737988+ 0.03559S8 + 0.00000419�8 + 0.00399798 + 0.3402979S + 0.0000065979�+ 0.0763989S − 0.000058989� − 0.0000119S9�. 
(19) 

��f = 30.1796 − 0.741797 − 0.219998 − 0.43669S − 0.00779� + 0.0419978 + 0.6044988+ 0.42889S8 + 0.0000109�8 + 0.18759798 + 0.9861979S + 0.0002979�+ 0.0417989S − 0.0003989� − 0.00039S9�. 
(20) 

Table 5. Experimental design with uncoded values of factors 

Run 
Factors Responses 97 98 9S 9� ��� ��f  

1 0.1 0.1 0.05 20 11.75 29.95 
2 0.9 0.1 0.05 20 11.65 29.38 
3 0.1 0.9 0.05 20 11.91 30.31 
4 0.9 0.9 0.05 20 11.70 29.92 
5 0.1 0.1 0.5 20 11.75 29.94 
6 0.9 0.1 0.5 20 11.73 29.83 
7 0.1 0.9 0.5 20 11.82 30.19 
8 0.9 0.9 0.5 20 11.86 30.20 
9 0.1 0.1 0.05 500 11.23 28.55 
10 0.9 0.1 0.05 500 11.13 28.28 
11 0.1 0.9 0.05 500 11.29 28.80 
12 0.9 0.9 0.05 500 11.17 28.40 
13 0.1 0.1 0.5 500 11.22 28.53 
14 0.9 0.1 0.5 500 11.15 28.32 
15 0.1 0.9 0.5 500 11.29 28.73 
16 0.9 0.9 0.5 500 11.30 28.83 
17 0.1 0.5 0.275 260 11.27 28.64 
18 0.9 0.5 0.275 260 11.20 28.41 
19 0.5 0.1 0.275 260 11.19 28.42 
20 0.5 0.9 0.275 260 11.29 28.81 
21 0.5 0.5 0.05 260 11.22 28.53 
22 0.5 0.5 0.5 260 11.24 28.55 
23 0.5 0.5 0.275 20 11.70 29.55 
24 0.5 0.5 0.275 500 11.23 28.60 
25 0.5 0.5 0.275 260 11.24 28.60 
26 0.5 0.5 0.275 260 11.24 28.63 
27 0.5 0.5 0.275 260 11.25 28.60 
28 0.5 0.5 0.275 260 11.23 28.50 
29 0.5 0.5 0.275 260 11.25 28.64 
30 0.5 0.5 0.275 260 11.27 28.69 
31 0.5 0.5 0.275 260 11.25 28.66 

 

According to the ANOVA results, the !-value of the full quadratic model for ��� has been obtained as 

0.000 (! = 0.000 < 0.05), where *8 = 99.27. The Minitab analysis report also denoted that the 

value of *8 is 95.22% (*C���8 = 95.22) for predicting response of a new experiment except those 

reported in Table 4. On the other hand, the values for the same items have been computed as 

! = 0.000 < 0.05, *8 = 98.30% and *C���8 = 91.84% for the full quadratic model belonging to ��f. 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

24 

The fitted values and prediction errors of the responses are given in Table A 1 (see Appendix). The 

optimization results indicated that the optimum parameters for ACO are �J!ℎE = 0.9, pG�E =
0.1081 ≅ 0.11 , + E!KIE�K�	*E�G = 0.05 , and 5¡�iGI	K$	�KJK�GF = 394 . The optimization 

plot is also presented in Figure A 1 (see Appendix).  

4. Computational experiments and case study 

4.1. Lower bound calculation 

For small and medium-sized test problems, of which the optimum solutions have been found through 

CPLEX, the performance of the proposed ACO has been compared to those obtained from CPLEX. 

However, this is not the case for large-sized test problems or even some medium-sized problems. 

Therefore, the lower bounds for 5� and 5- have been calculated for each test problem using the 

formulation given in Equations (21) – (28), adapted from Özcan and Toklu (2009b). Thus, although 

the optimum solutions are not known, a relatively fair comparison can be made for those problems. 

The formulation of Özcan and Toklu (2009b) is not used as in its original form because Özcan and 

Toklu (2009b) calculated the lower bounds using the weighted task times and lower bound 

calculation method as shown in Hu et al. (2008). The formulation of Özcan and Toklu (2009b) suits 

the weighted task time situation and is not efficient for non-weighted situation where each model 

must be finished within a cycle time, such as the current study. Also, a new side (under) is added over 

the traditional two-sided balancing practice. As a result of these, this paper presents a modified 

lower bound calculation for mixed-model two-sided assembly line balancing problem with 

underground stations. 

-�¢ = £∑ �2�2∈v¢ ��⁄ ¤¥  (21) 

-�¦ = £∑ �2�2∈v¦ ��⁄ ¤¥  (22) 

-�W = £∑ �2�2∈vW ��⁄ ¤¥  (23) 

-�§ = ¨�E9 ©N∑ �2� − N�-�¢ + -�¦ � ∙ �� − ∑ �2�2∈v¢ − ∑ �2�2∈v¦ P2∈v§ P, 0ª ��⁄ «¥  (24) 

(p��¬ = -�¢ + -�¦ + -�§ + -�W  (25) 
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(p��� = �E9 ©-�¢ + �E9 N�-�§ − |-�¢ −-�¦ |�, 0P 2⁄ ®¥, -�¦ + �E9 N�-�§ − |-�¢ −-�¦ |�, 0P 2⁄ ®¥, -�Wª (26) 

(p�¬ = max� {(p��¬} (27) 

(p�� = max� {(p���} (28) 

where, -�¢ , -�¦  and -�W  are calculated using the processing times of tasks for left, right and underground tasks 

for each model (see Equations (21)-(23)).	-�§  is then calculated in Equation (24) using -�¢  and -�¦  as well for 

model �. These can be assumed to be the theoretical minimum number of workstations for each side 

for each model. The expression £�¤¥ denotes the least integer number equals or greater than �. 

(p���	and	(p��¬	are the lower bounds on the number of mated-stations and the number of 

workstations for model �, calculated using the values obtained in the previous steps. Eventually,  

(p�� and (p�¬, respectively the lower bounds on the number of mated-stations and the number of 

stations for the whole problem, are determined in Equations (27)-(28).  

4.2. Computational tests 

Computational tests have been performed by solving the modified test problems majorly derived 

from the literature (see Table 6) using the MILP model coded in GAMS and the ACO algorithm coded 

in Java (with optimum parameters obtained in Section 3.2).  

The aim here is to provide the optimum solutions of the problems as long as the hardware/software 

capabilities allow and to test the performance of the developed ACO algorithm. All experiments have 

been conducted on the same PC, an Intel Xeon CPU E3-1270 PC running at 3.5 GHz with 16 GB of 

RAM. The weighting parameters, 67 and 68, were assumed to be 100 and 1, respectively, for all test 

problems. The initial pheromone is assumed 30 for all problems; while the colony size is assumed 20, 

30 and 50 for small, medium and large-sized problems, respectively. All workstations are assumed to 

support the underground works. Demands for models are assumed to be �� = 40, �¯ = 30 and 

�° = 30 for models A, B and C, respectively. These values have been used by ACO in determining the 

heuristic information of tasks when calculating the task selection probability (which has been 

explained in Section 3.1).  
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Table 6. The source of data used for test problems 

Size Problem  Precedence 

Relationships 

Task Times  Operation Sides 

Small P9/1 Kim et al. (2000) Adapted from Özcan and Toklu 

(2009) 

Adapted from Kim et al. 

(2000) 

P9/2 Newly generated 

P12/1 Adapted from Özcan and Toklu 

(2009) 

P12/2 Newly generated 

P16/1 Lee et al. (2001)  Adapted from Özcan and Toklu 

(2009) 

Adapted from Lee et al. 

(2001) 

P16/2 Newly generated 

Medium P20 Kucukkoc and 

Zhang (2015a) 

Kucukkoc and Zhang (2015a) Adapted from Kucukkoc and 

Zhang (2015a) 

P24/1 Kim et al. (2000) Adapted from Özcan and Toklu 

(2009) 

Adapted from Kim et al. 

(2000) 

P24/2 Newly generated 

P36 Kucukkoc and 

Zhang (2015a) 

Kucukkoc and Zhang (2015a) Adapted from Kucukkoc and 

Zhang (2015a) 

Large P65/1 Lee et al. (2001) Adapted from Özcan and Toklu 

(2009) 

Adapted from Lee et al. 

(2001) 

P65/2 Newly generated 

P148/1 Bartholdi (1993) Adapted from Özcan and Toklu 

(2009) 

Adapted from Bartholdi 

(1993) 

P148/2 Newly generated 

P205/1 Lee et al. (2001)  Adapted from Yuan et al. (2015) Adapted from Lee et al. 

(2001) P205/2 Adapted from Delice et al. (2014) 

 

As seen from Table 6, the benchmarks have been divided into three groups based on their size (i.e. 

the number of tasks they include): (i) small-sized problems (variants of P9, P12 and P16), medium-

sized problems (variants of P20, P24 and P36) and large-sized problems (variants of P65, P148 and 

P205). For P9/1, P9/2, P12/1, P12/2, P24/1 and P24/2; the precedence relations were taken from Kim 

et al. (2000) and the operation directions were adapted from Kim et al. (2000). For P16/1, P16/2, 

P65/1, P65/2, P205/1 and P205/2; the precedence relations and operation directions were taken and 

adapted from Lee et al. (2001). The precedence relations and task times of P20 and P36 were taken 

from Kucukkoc and Zhang (2015a) while their operation directions were adapted from the same 

study. The precedence relations and operation directions of P148/1 and P148/2 were taken from and 

adapted from Bartholdi (1993). The task times of P9/1, P12/1, P16/1, P24/1, P65/1 and P148/1 were 

adapted from Özcan and Toklu (2009b) while those of P9/2, P12/2, P16/2, P24/2, P65/2 and P148/2 
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were newly generated randomly. The task times for P205/1 and P205/2 were adapted from Yuan et 

al. (2015) and Delice et al. (2014), respectively. 

ACO was run 2, 4 and 6 times for each of the small, medium and large-sized problems, respectively, 

and the best results have been reported in Table 7. As seen, problems (given in the second column) 

have been solved under various cycle time constraints (see the �� column) and the optimum results 

have been reported in the OPT by CPLEX column (in 5�(5-) format). The column �� (CPLEX) 

presents the total number of mated-stations allowed (as indicated in the mathematical model in 

Section 2.2) to run the GAMS code. The results obtained from the proposed ACO algorithm have 

been reported in the ACO NM(NS) column. The lower bounds on the number of mated-stations 

((p��) and the number of workstations ((p�¬) have also been computed for each problem using 

Equations (21) – (28) coded in Java and reported in the (p���(p�¬� column. The final two columns 

correspond to the average and standard deviation of the CPU time (s) needed to run ACO, which 

seem quite reasonable. 

Table 7. Results of the computational tests for small and medium-sized test problems 

# Problem �� (p���(p�¬� �� (CPLEX) 
OPT by CPLEX 5�(5-) 

ACO 5�(5-) 

ACO CPU Time (s) 

Average Std. Dev. 
1 P9/1 4 2(4) 4 3(5) 3(5) 11.30 0.20 
2  5 2(4) 2(4) 2(4) 11.30 0.10 
3  6 1(3) 2(4) 2(4) 10.55 0.25 
4  7 1(3) 1(3) 1(3) 11.25 0.05 
5  8 1(3) 1(3) 1(3) 11.50 0.10 
6 P9/2 5 2(5) 4 3(5) 3(5) 11.65 0.25 
7  6 2(4) 2(5) 2(5) 11.25 0.25 
8  7 2(4) 2(4) 2(4) 11.30 0.10 
9  8 1(3) 2(4) 2(4) 11.50 0.10 

10  9 1(3) 1(3) 1(3) 11.55 0.05 
11 P12/1 5 2(5) 4 3(6) 3(6) 11.25 0.25 
12  6 2(5) 3(5) 3(5) 11.65 0.15 
13  7 2(4) 2(4) 2(4) 11.60 0.30 
14  8 1(3) 2(3) 2(3) 11.40 0.30 
15 P12/2 5 2(5) 4 3(6) 3(6) 10.65 0.15 
16  6 2(5) 3(5) 3(5) 10.85 0.45 
17  7 2(4) 2(4) 2(4) 11.10 0.50 
18  8 1(3) 2(3) 2(3) 11.30 0.20 
19 P16/1 13 3(7) 5 5(8) 5(9) 12.60 0.10 
20  14 3(6) 5(8) 5(9) 11.40 0.30 
21  15 3(6) 4(7) 4(7) 11.65 0.45 
22  16 3(6) 3(7) 3(7) 12.10 0.30 
23  17 2(5) 3(7) 3(7) 12.60 0.30 
24 P16/2 16 3(7) 5 5(9) 5(9) 12.50 0.10 
25  17 3(7) 4(8) 4(8) 12.00 0.40 
26  18 3(6) 4(8) 4(8) 11.20 0.00 
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27  19 3(6) 4(8) 4(8) 12.55 0.05 
28  21 3(6) 4(7) 4(7) 12.35 0.35 
29 P20 18 3(6) 5 4(7) 4(8) 14.38 0.29 
30  19 3(6) 4(6) 4(6) 14.23 0.59 
31  20 3(6) 4(6) 4(6) 16.13 0.33 
32  21 2(5) 3(6) 3(6) 13.25 0.65 
33  22 2(5) 3(6) 3(6) 14.33 0.24 
34 P24/1 18 4(9) 5 4(10) 4(10) 14.55 0.33 
35  20 4(9) 4(9) 4(9) 14.05 0.39 
36  21 3(8) 4(8) 4(8) 13.15 0.40 
37  22 3(8) 3(8) 3(8) 14.43 0.25 
38  23 3(8) 3(8) 3(8) 13.30 0.31 
39 P24/2 16 4(9) 5 4(11) 5(11) 14.33 0.34 
40  17 4(9) 4(9) 4(9) 14.25 0.22 
41  18 4(9) 4(9) 4(9) 13.50 0.46 
42  19 3(8) 3(8) 3(8) 14.33 0.24 
43  20 3(8) 3(8) 3(8) 14.63 0.36 
44 P36 18 5(10) - - 5(12) 48.65 1.07 
45  19 4(9) - - 5(11) 49.40 0.68 
46  20 4(9) - - 5(11) 49.25 0.49 
47  21 4(9) - - 5(11) 50.40 0.43 
48  22 4(8) - - 4(10) 51.30 0.65 

 

As seen from Table 7, the optimal solutions of the first 43 test problems have been reported. As 

expected the optimum solutions of the problems usually differ from the lower bound, especially 

when the problem size gets bigger. This is due to the precedence relationships among tasks and the 

irregular distribution of processing times between tasks/models, which have not been considered in 

the theoretical lower bound calculation. Therefore, the performance of the ACO algorithm will be 

compared to OPT result where applicable. The comparison to lower bound value will be used as an 

indicator of the performance of the ACO where the OPT result is not available. As reported in the 

table, the ACO algorithm performs quite well for the small and medium-sized test problems. The 

optimum results have been investigated by ACO for 39 small and medium-sized test problems out of 

43 (see boldface results given in the table). Although ACO performs very well for the majority of the 

problems, it was unable to find the optimum solutions of #19, #20, #29 and #39. The solutions found 

by ACO for the three of these problems (namely #19, #20 and #29) require one more workstation 

than that of the optimum solution. For #39, although the number of workstations is the same for 

both ACO and OPT, the line is longer in the ACO solution as it requires one more mated-station. For 

test problems #44-#48 (variants of P36), due to the size and so the complexity of the problem, CPLEX 

fell short in obtaining the optimum solution within 48 hours of computational time. When the ACO 
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results found for these problems (#44-#48) are compared to the lower bound values, it is clear that 

ACO solutions are of optimum or near optimum. This interpretation is also supported by the 

difference between the lower bound values and the optimum results for even the small-sized 

problems. 

The results of the computational tests for the large-sized problems are reported in Table 8. As it is 

not practical to obtain the optimum solutions of these problems using the mathematical modeling, 

the lower bound values of these problems have been calculated and provided in the (p���(p�¬� 
column. Since the lower bounds are usually smaller than the optimum solutions even for the small 

and medium-sized problems, it is expected to have higher variation for large-sized instances. 

Therefore, it does not provide an exact outcome to compare the ACO results with lower bounds. 

However, this comparison can provide an idea regarding the quality of the solutions obtained. While 

the gap between the lower bounds and the ACO results are relatively small in variants of P65/1 and 

P65/2, it gets larger in those of P148/1, P148/2, P205/1 and 205/2. 

Table 8. Results of the computational tests for large-sized problems 

# Problem �� (p���(p�¬� ACO 5�(5-) 
CPU Time (s) 

Average Std. Dev. 
49 P65/1 252 5(11) 6(14) 52.30 0.96 
50 

 
260 5(11) 6(13) 51.10 0.62 

51 
 

271 5(10) 6(12) 55.07 0.25 
52 

 
286 5(10) 6(12) 50.40 0.86 

53 
 

292 5(10) 6(12) 48.07 1.06 
54 P65/2 290 9(20) 12(26) 53.60 1.10 
55 

 
320 8(19) 11(24) 51.73 1.33 

56 
 

371 7(16) 9(21) 53.70 1.77 
57 

 
402 7(15) 8(18) 55.57 1.14 

58 
 

430 6(14) 8(17) 56.10 0.62 
59 P148/1 146 9(21) 11(27) 123.67 1.39 
60 

 
150 9(19) 11(25) 122.77 1.38 

61 
 

166 8(18) 10(24) 120.10 1.02 
62 

 
178 8(18) 9(22) 117.07 0.75 

63 
 

192 7(16) 9(21) 118.43 1.03 
64 P148/2 370 12(26) 14(33) 124.37 0.74 
65  400 11(25) 13(33) 131.37 1.47 
66  422 11(24) 13(30) 124.17 1.62 
67  490 9(21) 11(26) 116.80 2.01 
68  525 9(19) 10(25) 119.47 2.88 
69 P205/1 940 7(16) 10(23) 355.73 6.34 
70  1020 6(15) 9(22) 348.40 6.62 
71  1115 6(14) 9(20) 330.73 4.58 
72  1128 6(13) 9(20) 332.37 1.77 
73  1250 5(12) 8(18) 325.63 3.92 
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74 P205/2 585 10(23) 14(31) 372.20 4.17 
75  600 10(22) 14(31) 385.20 2.67 
76  635 9(21) 13(29) 787.33 9.45 
77  720 8(19) 13(26) 357.13 2.22 
78  830 7(17) 10(24) 352.60 1.07 

 

These results might be considered fairly reasonable and indicate that ACO performs well when the 

gaps between the lower bounds and the optimum solutions are considered even for the small and 

medium-sized problems (e.g., see #1, #9, #11, #19, #20, #23, #24, #27, etc.). For example, the 

optimum solution of #19 was obtained as 5(8) while the lower bound was calculated as 3(7). Similar 

situations were also observed for other test problems, e.g. see #24. While the lower bound was 

calculated as 3(7) for the corresponding problem, the optimum solution was found as 5(9). It is 

reasonable that the gap between the lower bounds and the optimum solutions gets bigger when the 

problem size increases. Therefore, it can be concluded that the ACO algorithm has promising capacity 

for solving even the large-sized problems to optimum or near optimum. 

As one of the main limitations of the work, the parameter optimization has been conducted solving a 

medium size test problem, i.e. #36, and the parameters obtained eventually have been used to solve 

other test cases, including the case study with 175 tasks in the next section. Although this approach 

limits the capacity of the ACO algorithm, it is preferred to show the main idea of the methodology 

while keeping the paper at a reasonable size. It is also worthy to mention that the optimized 

parameters have been obtained under the stochastic search behavior of the ACO algorithm, which 

influences the performance of the algorithm. This is because the algorithm may behave different in 

every iteration due to the randomness in task selection process and the use of randomly selected 

heuristic rule, as explained in Section 3.1. While these features help algorithm avoid falling into local 

minima, they have a certain effect on the parameter optimization process in that sense. 

4.3. Case study 

This section provides the results of a case study, which has been conducted at a safety cabin (called a 

model hereafter) manufacturer company serving in automotive industry. The case study concerns 
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the final assembly, where accessories and functional units produced locally or obtained from the 

suppliers are assembled successively. The final assembly is made along a straight mixed-model line 

across which left, right and underground stations are located, followed by a set of final testing 

operations which have not been considered here. The two mostly produced models (called M1 and 

M2) have been considered within the scope of this study. Please note that all data (including the task 

processing times and cycle time) have been given in coded values to keep privacy. Although the line 

was operating during the study, it will be considered as if a new line to be utilized to fit the scope of 

this research. Hence, in parallel to the type-I problem introduced in this study, the current line 

balance will not be provided here. Thus, the aim is to minimize the number of mated-stations and 

the number of stations (as explained in Section 3.1, where 67 = 100 and 68 = 1) given the cycle 

time. Table A 2 (given in Appendix) presents the processing times, operation sides and precedence 

relationships of 175 tasks for the final assembly of M1 and M2, except final testing operations. The 

models have equal demand rates and the cycle time is 60 time-units/item. The letters ‘L’, ‘R’, ‘E’ and 

‘U’ given in the table relates to left, right, either and under, respectively.  

Table 9. The summary of the balancing results for the case study 

Cycle Time  46 48 50 52 54 56 58 60 62 64 (p���(p�¬� 20(42) 19(41) 18(39) 18(38) 17(37) 16(35) 16(34) 15(33) 15(32) 14(31) 

ACO NM(NS) 21(46) 20(44) 20(43) 19(41) 18(39) 17(38) 17(37) 16(35) 16(35) 15(33) 

WLE (%) 88.54 88.71 87.14 87.88 88.96 88.04 87.30 89.21 86.34 88.71 

 

The problem has been solved under various cycle time constraints, ranging from 46 time-units/item 

to 64 time-units/item. ACO was run three times for each case using the optimal parameters found in 

the parameter optimization process, and the results have been presented in Table 9. As seen, the 

results are very close to lower bounds, reported in the second row. The weighted line efficiency 

(m(+�%� = 100 × �∑ H�∑ �2�2∈f�∈� � �� × 5-�⁄ ) of each solution is reported in the table, which 

indicates that the highest efficiency (89.21%) was obtained when �� = 60 . For a better 

presentation, the WLE values obtained under different �� constraints have been plotted in Figure 5. 
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The detailed balancing configuration of the solution which has the highest weighted line efficiency 

(when �� = 60) is also given in Table 10. 

 

Figure 5: WLE values of solutions obtained under different cycle time constraints 

Table 10. The detailed assignment configuration of the solution obtained when cycle time is 60 time-units/item 

Mated-station Side Assigned Tasks 
Station Workloads 

Model A Model B 

1 Left [76, 88, 89, 7, 172] 47 59 

 Right [1, 110, 142, 53, 157] 59 58 

 Underground [] - - 

2 Left [6, 90, 62, 91, 147, 5] 43 59 

 Right [152, 4, 2, 8, 63, 154] 49 55 

 Underground [] - - 

3 Left [65, 92, 160, 12, 13, 148] 60 60 

 Right [141, 9, 10, 64, 66, 3, 34] 55 55 

 Underground [] - - 

4 Left [39, 35, 11, 14, 51] 57 57 

 Right [168, 144, 46, 145, 143] 60 49 

 Underground [] - - 

5 Left [150, 151, 52, 38] 59 59 

 Right [36, 37, 146, 47, 54] 58 58 

 Underground [] - - 

6 Left [75, 78, 15, 80] 53 57 

 Right [48, 61, 55, 70, 79] 44 56 

 Underground [] - - 

7 Left [71, 86, 99, 81, 56] 60 60 

 Right [68, 26, 96, 40, 162] 50 50 

 Underground [16, 17, 18, 19, 20] 60 45 

8 Left [149, 41, 170, 58, 97, 84] 58 56 

 Right [87, 57, 69, 164, 161, 43] 57 52 

 Underground [21, 31, 29, 22, 30] 53 60 

9 Left [23, 24, 45, 27] 57 57 

 Right [77, 82, 59, 100, 125, 42, 126, 127] 60 59 

 Underground [] - - 

10 Left [174, 175, 44, 60] 58 58 

 Right [49, 98, 163, 28] 37 60 

 Underground [32, 33] 38 26 
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11 Left [129, 101, 135, 121, 133, 67] 49 59 

 Right [83, 120, 139, 128] 58 58 

 Underground [] - - 

12 Left [123, 136, 124, 165, 169] 55 60 

 Right [72, 73, 50, 74] 52 52 

 Underground [] - - 

13 Left [166, 25, 102, 167, 106] 59 59 

 Right [85, 93, 94] 57 57 

 Underground [] - - 

14 Left [95, 111, 113, 105, 114] 41 59 

 Right [109, 103, 104, 155, 134, 132, 158] 57 57 

 Underground [] - - 

15 Left [138, 171, 137, 117, 118, 140] 56 56 

 Right [153, 159, 122, 156] 30 41 

 Underground [] - - 

16 Left [131, 173, 130, 107, 108] 55 55 

 Right [119, 112, 115, 116] 30 38 

 Underground [] - - 

 

As seen from Table 10, a total of 16 mated stations (composed of a total of 35 left, right and 

underground stations) have been utilized for the execution of 175 tasks. Only 3 underground stations 

were needed for 12 underground operations (see mated-stations 7, 8 and 10). Therefore, the 

underground side stations have not been utilized in mated-stations 1-6, 9, and 11-16, for which the 

station workload values have been given as ‘-’ in the table. The heaviest workload belongs to the left 

sides of mated-stations 3 and 7, which have been fully utilized with 60 time-units for both models. 

On the other hand, the smallest workload belongs to the underground station of mated-station 10 

with 38 time-units and 26 time-units of workload for models M1 and M2, respectively, which 

corresponds to 32 time-units of weighted workload. The weighted efficiency of the line can simply be 

calculated as m(+�%� = 100 × �∑ H� ∑ �2�2∈f�∈� � �� × 5-�⁄ = 1873.5 �46 × 60�⁄ = 89.21%. 
Based on the common practice of considering a solution successful if its efficiency is about 90%, the 

solution obtained here is fairly good especially taking into account the size of the problem studied. 

5. Conclusions and future research 

In today’s modern manufacturing environment, complex assembly line structures (lifts, robots, etc.) 

are used to move products across the line and lift/tilt them for performing underneath operations. 

However, this is not convenient and/or safe for large or very large-sized products (e.g. trailers and 
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buses) and not affordable for most manufacturers. Therefore, even though it can be possible to find 

some alternative ways for performing underneath operations without underground stations, in some 

situations underground stations are essential. This study introduced the problem of balancing mixed-

model two-sided assembly lines with underground workstations, which allow performing tasks 

underneath the product concurrently with the left and right side tasks. The problem was modeled 

mathematically and coded in GAMS. A numerical example and its optimum solution (obtained from 

CPLEX solver) have been provided with the aim of defining the characteristics of the problem. Test 

problems have been derived from the literature, adapted to the studied concept and attempted to 

be solved using the CPLEX solver available by GAMS. The optimum solutions of the first 43 test 

problems (small and medium in problem size) have been obtained by CPLEX. The NP-hard complexity 

of the problem makes it unpractical to find the optimum solution of the large-sized problems using 

an exact solution method. Therefore, for solving the large-sized problems, an ACO algorithm was 

developed to solve problems where CPLEX fell short. RSM was used to optimize the ACO parameters 

and all test problems were solved using ACO. For small and medium-sized problems (except P36), the 

performance of the ACO was compared to optimum solutions. For large-sized problems and P36, the 

comparison was made against lower bounds, calculated using a new formulation considering the 

underground stations and exact processing times of tasks.  

The results of the computational tests indicated that ACO performs well. A real world problem which 

contains 175 tasks and incorporates underground operations have been solved using ACO under 

various cycle time constraints and the solution which has almost %90 weighted line efficiency was 

presented. In terms of the industrial implications and managerial aspects of the research, the 

concept studied in this paper can easily be adopted by line managers of high volume products. Thus, 

resources (workforce and facilities) can be saved with minimizing the idle times by incorporating 

underground operations concurrently with the left and right-side operations when the line to be 

constructed for the first time. By this way, line managers can also put in practice shortening their 

lines.  
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The problem may be extended by solving it considering different objectives (e.g. minimizing the cycle 

time or total utility works, or maximizing the work-relatedness, etc.) and the performance of the 

proposed approach can be evaluated. One can consider rebalancing of MTALB-US, referred to as 

type-II assembly line balancing problem. So that, decision makers may consider rebalancing their 

existing lines making use of the methodology proposed. It is also worthy to examine the line concept 

introduced in this paper in terms of ergonomic aspects (Otto and Scholl, 2011). The influence of 

working in an underground station for a prolonged time on the physiological and psychological 

health of the operators might be investigated. Job rotation can be a good precaution for such effects. 

Operators can be allocated to different workstations (and so tasks assigned to these workstations) 

from time to time which also helps advance their skills.  

Appendix 

Table A 1. Fitted values and prediction errors of the responses 

Run ��� �±�� PE% ��f �±�f PE% 

1 11.75 11.77 0.17 29.95 29.92 0.08 
2 11.65 11.64 0.12 29.38 29.42 0.14 
3 11.91 11.86 0.43 30.31 30.24 0.22 
4 11.70 11.73 0.23 29.92 29.86 0.19 
5 11.75 11.73 0.16 29.94 29.88 0.21 
6 11.73 11.72 0.10 29.83 29.73 0.33 
7 11.82 11.85 0.23 30.19 30.21 0.08 
8 11.86 11.84 0.19 30.20 30.19 0.05 
9 11.23 11.24 0.10 28.55 28.61 0.22 

10 11.13 11.11 0.19 28.28 28.18 0.35 
11 11.29 11.31 0.16 28.80 28.82 0.08 
12 11.17 11.18 0.07 28.40 28.51 0.39 
13 11.22 11.20 0.18 28.53 28.51 0.06 
14 11.15 11.19 0.36 28.32 28.43 0.40 
15 11.29 11.29 0.03 28.73 28.74 0.02 
16 11.30 11.29 0.13 28.83 28.78 0.18 
17 11.27 11.28 0.10 28.64 28.69 0.19 
18 11.20 11.21 0.09 28.41 28.46 0.19 
19 11.19 11.20 0.13 28.42 28.50 0.29 
20 11.29 11.30 0.06 28.81 28.83 0.08 
21 11.22 11.22 0.03 28.53 28.54 0.03 
22 11.24 11.26 0.15 28.55 28.65 0.34 
23 11.70 11.75 0.38 29.55 29.81 0.86 
24 11.23 11.21 0.22 28.60 28.45 0.53 
25 11.24 11.24 0.01 28.60 28.57 0.10 
26 11.24 11.24 0.01 28.63 28.57 0.20 
27 11.25 11.24 0.10 28.60 28.57 0.10 
28 11.23 11.24 0.07 28.50 28.57 0.25 
29 11.25 11.24 0.10 28.64 28.57 0.24 
30 11.27 11.24 0.28 28.69 28.57 0.41 
31 11.25 11.24 0.10 28.66 28.57 0.31 
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Please note that �±�� and �±�f columns present the fitted values of ��� and ��f , respectively. PE% is the 

prediction error in percentage. 
 

 

 
Table A 2. Data used for the case study 

Task No 
Task Time  

Side 
Immediate 

Predecessor(s) 
Task No 

Task Time  
Side 

Immediate 

Predecessor(s) M1 M2 M1 M2 

1 29 22 E - 55 8 0 E 54 
2 16 16 R 7 56 9 9 E 55 
3 10 10 R 7 57 5 0 E 56 
4 4 4 E - 58 11 11 E 3, 17, 54 
5 18 18 E 4 59 4 4 E 57, 58 
6 15 15 E - 60 6 6 L 30 
7 9 9 E - 61 18 28 E 47 
8 11 11 R 7 62 5 5 E - 
9 7 7 E 6 63 4 4 R 62 

10 4 4 E - 64 3 3 E 62 
11 13 13 E 10,9,2 65 3 3 E 62 
12 6 6 E 5 66 4 4 E 62 
13 13 13 E 12 67 3 3 E 28, 57, 64, 66 
14 8 8 E 13 68 5 5 R 8, 15, 39 
15 25 29 E 14 69 7 7 R 68 
16 24 0 U 15 70 2 2 E 3, 8, 11, 15 
17 14 9 U 16 71 21 21 E 70 
18 6 20 U 17 72 11 11 E 67 
19 8 8 U 18 73 18 18 E 72 
20 8 8 U 18 74 12 12 E 71, 73 
21 16 16 U 19, 20 75 4 4 E 38, 39 
22 5 5 U 21 76 8 8 E - 
23 6 6 E 22 77 6 6 E 21 
24 5 5 E 23 78 11 11 L 75 
25 11 11 L 23 79 6 6 E 76, 78 
26 7 7 E 15 80 13 13 E 38, 39 
27 31 31 E 11, 21, 26 81 6 6 L 80 
28 7 6 E 33 82 8 8 E 77, 80 
29 14 14 U 21 83 17 17 E 28, 37, 43, 75, 
30 9 9 U 29 84 8 8 E 80 
31 9 16 U 21 85 14 14 E 65, 74 
32 7 6 U 27 86 18 18 E 79 
33 31 20 U 32 87 18 18 E 79 
34 22 22 E 5 88 10 22 E 76 
35 24 24 E 34 89 10 10 E 76 
36 14 14 E 35 90 0 8 E 76 
37 15 15 E 36 91 0 8 E 76 
38 17 17 E 36 92 13 13 E 1 
39 4 4 L 34 93 19 19 E 85, 86, 87, 92 
40 28 28 E 39 94 24 24 E 93 
41 7 7 E 40 95 10 10 E 93 
42 9 9 E 29, 40 96 4 4 R 71 
43 17 17 E 41 97 20 0 E 41 
44 16 16 E 42 98 16 20 E 42 
45 15 15 E 11 99 6 6 E 80 
46 16 5 R 39 100 9 8 E 43, 78, 99 
47 17 17 R 46 101 0 10 E 83 
48 10 20 R 47 102 24 24 E 85 
49 10 30 R 48 103 6 6 E 93 
50 11 11 R 49 104 7 7 E 103 
51 8 8 L 11 105 4 4 E 103 
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52 10 10 E 51 106 4 4 E 102 
53 11 17 E - 107 7 7 L 102 
54 10 10 E 52, 53 108 13 13 L 107 

 

Table A 2. Data used for the case study (continued) 

Task No 
Task Time  

Side 
Immediate 

Predecessor(s) 
Task No 

Task Time  
Side 

Immediate 

Predecessor(s) M1 M2 M1 M2 

109 7 7 E 93 143 6 6 R 145 

110 6 6 E - 144 26 26 R 141, 142 

111 12 30 E 93 145 6 6 R 144 

112 11 11 R 111 146 2 2 R 145 

113 11 11 L 111 147 5 5 L - 

114 4 4 E 113 148 10 10 L - 

115 10 10 E 110, 112, 113 149 12 14 L 15, 148 

116 0 8 E 115 150 26 26 L 147, 148 

117 9 9 L 103 151 6 6 L 150 

118 17 17 E 117 152 6 12 E - 

119 9 9 E 83, 117 153 7 12 E 45, 103 

120 15 15 E 79, 83 154 8 8 E - 

121 11 11 E 120 155 7 7 E 45, 103 

122 7 7 E 117 156 9 12 E 152, 153, 155 

123 14 14 E 121 157 3 3 E - 

124 5 10 E 123 158 12 12 E 155, 157 

125 11 11 E 45 159 7 10 E 154, 158 

126 5 5 E 125 160 15 15 E 147 

127 8 8 E 125 161 3 3 R 69 

128 12 12 R 129 162 6 6 R 71 

129 16 16 E 127 163 4 4 R 69 

130 8 8 E 132 164 7 7 R 69, 71 

131 9 9 E 132 165 6 6 L 124, 139 

132 12 12 E 134 166 9 9 L 162, 163, 164, 165 

133 7 7 E 129 167 11 11 L 166 

134 6 6 E 103 168 6 6 E 4 

135 12 12 L 129 169 18 18 E 83 

136 12 12 L 135 170 0 16 L 162 

137 9 9 E 132 171 12 12 L 25, 151 

138 6 6 E 132 172 10 10 E 1 

139 14 14 E 120 173 18 18 E 128, 136, 156, 160 

140 3 3 L 132 174 30 30 E 43 

141 5 5 R - 175 6 6 E 174 

142 10 10 R - - - - - - 
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Figure A 1. The optimization plot 
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